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We study the late-stage kinetics for systems with long-range repulsive and short-range attractive
interactions, quenched into the hexagonal phase. The system displays two qualitatively different

regimes:

a monodisperse hexagonal regime and a polydisperse coarsening regime.

In the first

regime, the evolution of the system towards the hexagonal order characteristic of the crystal ground
state is studied. The mechanisms of defect collision and annihilation are identified, and the temporal
evolution of orientational and translational order is described. In the coarsening regime, the results
of the simulations closely resemble those obtained for a two-dimensional binary mixture confined to
an air-water interface. In this regime the system can be described as a two-dimensional froth, with
a strong coupling between its topological and geometrical quantities.

PACS number(s): 61.20.Ja, 64.60.—i, 64.75.+g, 75.70.Kw

I. INTRODUCTION

Competing interactions in systems whose constituents
simultaneously experience a long-range repulsive inter-
action (LRRI) and a short-range attractive interaction
lead to the formation of supercrystals. These systems
form domains to reduce the energy cost originating from
the LRRI. The continued subdivision of domains by the
LRRI is balanced by the energetic cost of the formation
of interfaces. The modulation period emerges from a
balance between the strength of the LRRI and the finite
domain-wall energy. Periodic modulations of the magne-
tization or polarization can be seen in examples such as
uniaxial ferromagnetic films [1-5], ferromagnetic surface
layers [6], magnetic or dielectric fluids [7-9], and ferro-
electrics [10].

Most experiments performed on ferromagnetic films
can be represented by a dipolar ferromagnet with uni-
axial anisotropy in the geometry of a slab of finite thick-
ness L and infinite extent in the plane. Strongly uniaxial
films are required to avoid closure domains and branching
in the wall structure. At low temperatures and zero ap-
plied field, the film surface breaks into stripe domains due
to the competition between exchange and dipolar forces,
with a zero net magnetization. In a perpendicular mag-
netic field the stripes whose magnetization is parallel to
the field become wider and above a critical value of the
field a first-order phase transition to a hexagonal phase
of cylindrical domains known as “bubbles” takes place.
At still higher fields, a further transition to a uniformly
magnetized phase takes place [4]. Similar behavior has
also been seen in magnetizable and polarizable liquids
(colloidal suspensions of magnetic or dielectric particles)
that are confined with a (nonmagnetizable or nonpolar-
izable) immiscible fluid between closely spaced parallel
plates, with a magnetic or electric field perpendicular to
the plates [7-9].

Equivalent to these systems, at least at the level of
mean field theory, are two-dimensional binary mixtures of
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monomolecular amphiphilic films confined to an air-water
interface such as Langmuir monolayers [11,12]. The com-
petition between the electrostatic interactions and the
short-range attraction due to van der Waals forces is
at the origin of the supercrystal phases. The patterns
formed in magnetic or dielectric (fluid or solid) films are
very similar to those formed in monolayers. The origin
of the formation of domains is the same (competition be-
tween long-range dipolar forces and short-range attrac-
tive forces) and their motion generally is overdamped.
Yet, while the magnetic or dielectric patterns obey an es-
sentially deterministic dynamics, the monolayer domains
are strongly affected by Brownian motion and the large
thermal fluctuations are very important in their dynam-
ics.

All the examples presented so far bear a strong similar-
ity in the sense that they are planar dipolar regions with
the dipoles perpendicularly aligned to the planes, con-
trolled by bulk dipole forces and line tension. Yet there
are other interesting examples with LRRI not necessar-
ily of dipolar origin, such as cholesteric liquid crystals
[13], charge-density waves [14], the primate visual cortex
[15], ceramic compounds with a long-range Coulombic
interaction [16], block copolymers [17], charged colloidal
suspensions [18], and chemical front motion [19].

In this paper we consider a broad class of systems in
which a rapid quench from a high-temperature homo-
geneous state to a temperature much below the critical
temperature leads to both phase segregation and super-
crystal ordering. In previous work [20-23] we have stud-
ied the dynamics of quenched quasi-two-dimensional sys-
tems with a scalar order parameter and competing inter-
actions. We denote such systems with conserved (non-
conserved) order parameter and a long-range repulsive
interaction as model By, (model Ay) and abbreviate it as
MB (MAL).

In this paper we concentrate on the late-stage kinet-
ics for these systems when quenched into the hexago-
nal phase with cylindrical domains (or disk domains in
the two-dimensional case). We report on extensive re-
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sults related to late stages which involve defect anneal-
ing kinetics. For such model systems, we have found
two parameter regimes. In one regime, the “monodis-
perse hexagonal” regime, the system becomes essentially
monodisperse, i.e., the radius distribution function be-
comes highly peaked on the equilibrium value, and the
system seeks the hexagonal order mainly through colli-
sion and annihilation of defects. In the other regime, the
“coarsening polydisperse” regime, the domains are poly-
disperse, i.e., the radius distribution function is broad,
the system is disordered, and the mean radius grows with
time. Furthermore, there is a strong coupling between
the coordination number of bubbles and their size. A
brief report of some of the results of the monodisperse
hexagonal regime has appeared in Ref. [23]. Here we
introduce new results for both the coarsening regimes
including those that closely reproduce most recent ex-
perimental results in monolayer systems [24].

A. Monodisperse hexagonal regime

Quenching a system from a disordered single-phase re-
gion of its phase diagram to a point inside its coexistence
curve creates a network of topological defects which an-
neals away as the system orders. The nature of the de-
fects determines the ordering kinetics and depends upon
the transition studied. Systems with a scalar order pa-
rameter (m = 1) form domains of ordered phase sepa-
rated by domain walls (the relevant topological defect),
and evolve so as to decrease the domain-wall energy. Sys-
tems with continuous order parameters (m > 1) have de-
fect structures as points, lines, and textures. In all cases,
the late stages of the phase separation are dominated
by the motion of these defects, in a way such that, as
time evolves, their density decreases and energy is dis-
sipated. The systems with competing interactions stud-
ied in this paper present the interesting feature that for
the early stages domain walls are the relevant topologi-
cal defects, while for the late stages, the specific defects
of two-dimensional (2D) solids, dislocations and disclina-
tions, are the relevant topological defects. Consequently,
there are two relevant order parameters characteristic of
2D solids: a complex (or m = 2) translational order pa-
rameter and a complex (or m = 2) orientational order
parameter.

The 2D solid is characterized by quasi-long-range
translational order (with algebraic decay of the density-
density correlation function) and long-range order in the
orientation of nearest-neighbor bonds. Kosterlitz and
Thouless [25] pointed out that a 2D crystal is in the
same universality class as the XY model and 2D superflu-
ids and superconductors. Their theory for these systems
states that the mechanism driving the phase transition
from order to disorder is the unbinding of a dilute gas of
vortex pairs. Halperin and Nelson [26] and Young [27] ex-
tended the ideas of Kosterlitz and Thouless to 2D solids.
Translational order can be destroyed by free dislocations
in a dislocation-unbinding transition. The theory of this
transition is different from the vortex-unbinding transi-
tion because dislocations are not described by a scalar
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charge but by a Burgers vector b. Bound dislocation
pairs are generated by thermal fluctuations in a crys-
tal near its melting temperature T,,. These pairs have
equal and opposite Burgers vectors and the Kosterlitz-
Thouless melting transition is the unbinding of these dis-
location pairs into free dislocations, as the density of
bound pairs increases enough to screen the interaction
between two otherwise bound pairs. For T' > T,, the
translational correlation function decays exponentially.
The liquid above the dislocation-unbinding transition is
not isotropic, but characterized by quasi-long-range or-
der in the nearest-neighbor-bond orientations (i.e., al-
gebraic decay of the orientational correlation function).
Phases which exhibit this intermediate behavior between
liquid and solid phases (“oriented liquids”) are called
hexatics. In the same way that dislocations break up
translational order, disclinations break up orientational
order. A renormalization-group treatment of the hexatic
phase leads to a second Kosterlitz-Thouless transition at
T; > Ty, above which disclination pairs unbind to form
an isotropic liquid. For T' > T;, i.e., in the isotropic lig-
uid phase, both the translational and bond-orientational
correlations decay exponentially.

The melting-freezing transition has been studied in
systems such as polystyrene colloids [18], hard spheres
(28], electrons on liquid He surfaces [29], liquid crystals
[30], physisorbed noble gases [31], high-temperature su-
perconductors [32], magnetic garnet films [33,34], etc.
Excellent reviews are provided by Nelson [35] and Strand-
burg [31].

B. Polydisperse coarsening regime

Planar cellular patterns occur in a wide variety of
systems [36]: planar soap froths, biological cells, grain
growth in metals and ceramics, Bénard-Marangoni con-
vection cells, etc. These systems are characterized by the
existence of a topological network of three connectivity
and a set of coupled geometrical state variables. The
dynamics of the state variables and of the topology are
strongly coupled. For instance, in the ideal soap froth
the geometrical variables are just the areas of the bub-
bles of incompressible gas and the network is formed by
the boundaries of these bubbles, made of soapy water.
Magnetic bubbles and monolayer bubbles belong to this
same family of cellular patterns [37].

Seul, Morgan, and Sire [24] have reported polydisperse
coarsening behavior in a two-dimensional binary mixture,
formed by two amphiphiles within a monomolecular film
confined to an air-water interface. The disordered bub-
ble patterns have the properties of cellular patterns or
froths [36]. A mathematical description of such polydis-
perse systems must consider the interdependence of the
topological and geometrical degrees of freedom present in
all the relevant quantities, such as the joint probability
distribution P, (A4, Sg) which is the probability of finding
a bubble of area Sp in an n-sided Voronoi cell of area A.

Lewis [38] observed in two-dimensional cellular pat-
terns a linear relation between the average area of a
cell and the number of its edges. Rivier and Lissowski
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[39] obtained Lewis’s empirical law from a maximum en-
tropy analysis, based on the assumption that pattern con-
figurations satisfy general topological constraints rather
than energetic constraints. Entropy tends to be a max-
imum but organized form, given by the existence of
space-filling cells, and their corresponding topology im-
poses constraints. The froth selects a cell distribution of
maximal arbitrariness or minimal information compati-
ble with the topological constraints.

The work of Seul et al. extended the maximum entropy
description of cellular patterns to disordered droplet
patterns formed during late-stage coarsening in a two-
dimensional binary mixture. They found that the max-
imal entropy theory explains the nearly Gaussian shape
of the droplet radius distribution and the anti-correlation
between areas of adjacent droplets. These anticorrela-
tions indicate the existence of charge screening at short
distances and the suppresion of large fluctuations in
droplet area around the mean. The simulations reported
in Sec. ITI B for a “thin film” and MBy, dynamics strongly
resemble these experimental results.

This paper is organized as follows. In Sec. II the model,
simulations, and quantities measured are presented. In
Sec. III, the results are presented; Sec. III A gives results
for monodisperse hexagonal systems and Sec. III B gives
results for polydisperse coarsening systems. Section IV
is reserved for the conclusions.

II. MODEL AND SIMULATIONS

The simulations carried out in this paper are a contin-
uation of those reported previously [22], but explore the
physics at much later times. The free energy functional
F is written in dimensionless form as

Fw}z/ﬁ%[;vw2+ﬂw—h4
+§//ﬁ%fﬂm@am—xﬂwf) (1)

Here h is the dimensionless external field that couples
linearly to the order parameter and 3 gives the strength
of the LRRI. The order parameter ¢ can be written as
Y = 1o + A, where Ay represents the fluctuations
about zero mean and g is the off criticality. F{¢} con-
tains both an attractive square gradient term and a long-
range repulsive term whose kernel is given by

1 B 1
o= - )2 + 2E

g(lx—x'|) = (2)
appropriate for a ferromagnetic film of thickness L or a
Langmuir monolayer of thickness L. The local free en-
ergy has a double-well structure below the critical tem-
perature. In dimensionless form it is f(v)) = — 392+ 1%,

The time evolution of such a system following a quench
from the high-temperature disordered phase is given by
the appropriate Langevin equations:

op(x,) _ (=)
or 2

%+@Mﬂ, (3)
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where € is the noise strength and p(x,7) is the di-
mensionless thermal noise that satisfies the fluctuation-
dissipation relation (u(x,7)u(x’',7')) = (=V)"§(x —
x')d(r — 7'). For a system with a conserved (noncon-
served) order parameter n = 1 (n = 0).

The Langevin equation was discretized and numeri-
cally simulated using standard pseudospectral methods.
Square and rectangular lattices of size 1282 and 2562,
with periodic boundary conditions, were studied. The ra-
tio of lattice spacing Ax/Ay was kept at v/3/2 for rectan-
gular lattices. The simulation parameters are reported in
Table I. Quenches below the Kosterlitz-Thouless melting
temperature were carried out and considering that T' = 0
is the fixed point of the evolution, noise was neglected.

To study the topological defects of the triangular lat-
tice, Voronoi constructions are performed. The centers
of mass are identified and each center assigned a cell con-
taining all points which are nearest to it. Specifically, one
draws the perpendicular bisecting lines joining any two
centers. The smallest polygon surrounding a given cen-
ter is the Voronoi (or Wigner-Seitz) cell corresponding
to that center. The construction is clearly unique and it
fills space in 2D. The Voronoi construction also imposes
on the original centers the structure of a graph [36], by
defining unambiguously which centers are nearest neigh-
bors and linked by an edge in the graph. Two centers
are linked by an edge in the graph if their Voronoi poly-
hedra have a face in common. Thus a Voronoi partition
of space is the dual structure to the graph of disk centers
or triangulation; there is a one-to-one correspondence
between the elements of the Voronoi froth and its dual
graph [36]. The Voronoi construction thus identifies the
defects expressed in terms of disclinations, or sites with
coordination number other than 6. This construction
also measures the quantities necessary to probe orienta-
tional order, specifically the midpoints of the lines con-
necting adjacent bubbles (bond centers) and the angles
these lines make with respect to the horizontal (bond an-
gles). In these simulations the computer algorithm pro-
vided by Allen and Tildesley [40] was used.

The original scalar order parameter field has all the
information about the system. However, once the sys-
tem has formed a disordered liquid of disks with some

TABLE I. Parameters used in simulation. N is the system
size. L is the film thickness. 3 is the LRRI strength. o is
the off criticality. h is the field. T4 is the maximum time
achieved in the simulation. n,un is the number of independent
quenches.

Run Model N L B Yo h Tmaz  Mrun
A MAL 256 10 0.22 0.0 0.33 20000 4
B MB.L 256 10 0.22 0.2 0.0 20000 4
C MAL 128 10 0.22 0.0 0.33 20000 9
D MAL 256 10 0.34 0.0 0.33 60000 1
E MBL 128 10 0.22 0.2 0.0 20000 5
F MA, 256 50 0.30 0.0 3.00 20000 2
G MAL 256 20 0.36 0.0 0.50 70000 2
H MB. 256 0.1 5 0.2 0.0 20000 5
I MB. 256 10 0.05 0.2 0.0 20000 5
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local orientational order, the definition of two new vec-
torial order parameters facilitates the description of the
evolution of the system towards the crystalline ground
state.

Two broken symmetries—long-range translational or-
der and long-range orientational order—distinguish
solids from liquids in 3D. The diffraction patterns in x-
ray scattering from solids show extended translational
order. The crystal translational order parameter is the
local Fourier component of the density [35],

Px(x) = e, (4)

where K is a reciprocal lattice vector to the first Bragg
peak in the structure factor of the crystal. This or-
der parameter is complex, continuous, and Abelian. In
2D solids there is no long-range order, only quasi-long-
range translational order. The mean translational or-
der parameter of the infinite crystal is zero. However,
the Halperin-Nelson-Young renormalization-group anal-
ysis of the dislocation unbinding transition predicts that
its correlation function decays algebraically in space with
a temperature-dependent decay exponent:

9k (z) = (eXK X e KX =x)) | gk (T) (5)

where the angular brackets represent an average over all
pairs of bubbles whose centers are separated by = and
an angular average over the six vectors K measured from
the two-dimensional structure factor. The temperature-
dependent decay exponent verifies 1/4 < ng(T') < 1/3.
This power-law decay leads to power-law singularities
(rather than §-function Bragg peaks) in the structure fac-
tor S(k) at the reciprocal lattice points {K}. For k ~ K

1
S(k) ~ —-———-——lk TREw@ (6)
The structure factor in the crystal phase diverges at the
smaller reciprocal lattice vectors. Above the Kosterlitz-
Thouless melting temperature T, the correlation func-
tion decays exponentially with a characteristic length
&(T) which is essentially the distance between disloca-
tions. In the isotropic fluid, for T > Tj, the scattering
function peaks at a momentum transfer K’ ~ 47/(+/3a)
where a is the average interparticle separation. Since the
fluid is isotropic, the intensity and shape of the peak are
independent of direction. Thus the scattering pattern is
a uniform ring whose width is inversely proportional to
the length scale on which positional correlations between
the constituent particles decay. In the hexatic phase,
for T, < T < T;, the peak position and width of the
ring of scattering are the same as for the isotropic fluid
phase. However, the fluid develops a sixfold modulation
in the angular variable, i.e., the angular isotropy is bro-
ken. (Because the bond-orientational order is only quasi
long ranged, the x-ray diffraction pattern from an infinite
hexatic sample would be an isotropic ring. Finite-size ef-
fects in simulations and experiments modify this pattern
and a sixfold modulation is observed.)
For the simulations, to show the time evolution of
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translational order, we consider the quantity fr defined

as
1 &
_ K-X;
fT-<\—NB;e > ")

where X; is the center-of-mass coordinate of bubble 7, K
is the reciprocal lattice vector to the first Bragg peak,
and the sum is over the centers of the Ng disks. The an-
gular brackets denote an average over the six directions in
K, and an ensemble average (i.e., an average over initial
states).

Crystals also have a broken orientational symmetry re-
lated to a particular set of crystallographic axes. Ori-
entational order in 2D is measured via a complex, x-
dependent orientational order parameter [35] defined as

Pe(x) = e*0C) (8)

where 6(x) is the angle made by the line joining two
nearest-neighbor sites relative to some reference axis,
while x locates the midpoint of this bond. The quan-
tity e*? is appropriate for studying order in triangular
lattices, since one is only interested in bond order mod-
ulo 7/3 rotations. It is also a natural measure of bond
orientational order in liquids in 2D, where the average
coordination number is 6. An operational definition of
Eq. (8) is given by [41]

N;
1 < i60.(X.
qpe(xi) = J_V_ Z 61691 (xt)’ (9)
tim1

where X; is the center-of-mass coordinate of bubble i
and NV; is the number of nearest neighbors of bubble i;
the sum is over all the nearest-neighbor bonds.

A quantitative measure of orientational order is pro-
vided by the correlation function:

g6(2) = (b5 (x)¥6(0)),

where the angular brackets represent an average over
all pairs of bubbles separated by = and an angular av-
erage over 7/3 radian segments. For the definition
given in Eq. (9) for the orientational order parameter
x is taken as X;; the function g¢(z) exhibits oscilla-
tions and it is only meaningful to speak about the en-
velope of gg(z). In the 2D crystal the orientational
correlation function—or its envelope—is constant. The
renormalization-group analysis shows that in the hexatic
phase for T}, < T < T; the orientational correlation func-
tion decays algebraically with a temperature-dependent
decay exponent 0 < n(T) < 1/4. For T > Tj, i.e.,
in the isotropic liquid phase, both the translational and
bond-orientational correlations decay exponentially with
a characteristic length &(T) which is essentially the dis-
tance between disclinations.

To study the time evolution of the orientational order,
we consider the quantity fe defined as [41]

1 &
<F Zeieo,(xi)>l_

1 j=1

(10)

fe = (11)
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The definition of the orientational order parameter used
in analyzing various experiments [30] is carried out in
Fourier space. The equivalent of Eq. (11) is

fo= { S S(k,0) ¢

k,0

) (12)

where S(k,0) is the normalized structure factor.
Another definition of the orientational order parameter
often used is f§ = [g6(0)]'/?, that is,

N; 2\ 3
r_ 1L ise; (x) 13
fe= ﬁizle . ( )
J:

This second definition, however, is a measure of local or-
der, in the sense that it contains no information about
correlations between bonds separated by large distances.
Equations (11) and (12) give essentially the same results,
while, naturally, Eq. (13) gives higher values. Both defi-
nitions give f§ = fo = 1 in a perfect crystalline solid.

III. RESULTS

After the system is quenched, it simultaneously seg-
regates in two phases and creates a supercrystal order
corresponding to a modulated structure with hexagonal
symmetry. Although these processes are simultaneous,
the time evolution is characterized by three stages. Im-
mediately after the quench, the system acquires a very
complicated morphology of irregular interpenetrating do-
mains that percolate through the system. The early-time
stage [22] corresponds to the initial phase segregation
and the emergence of polydisperse domains: the instabil-
ity amplifies the fluctuations present in the initial condi-
tions, saturates them, and forms sharp interfaces. The
intermediate-time stage [22] corresponds to the crossover
from the maximally unstable wave number that controls
the initial fluctuations to the equilibrium wave number.
For very thin films or very weak dipolar strengths, the in-
termediate stage involves a substantial amount of coars-
ening and the monodisperse phase may not be accessi-
ble either computationally or experimentally. For thicker
films or higher dipolar strengths the number of domains
stays approximately constant and the radius distribution
function becomes highly peaked at the equilibrium value.
At this point the system is a disordered liquid of monodis-
perse disks, without global orientational order but with
local orientational order. Further evolution of the sys-
tem towards the crystalline order constitutes the late-
time stage [23]. This evolution becomes slow and ham-
pered by the presence of defects. The ordering process
is mainly driven by defect collisions. Thus the lattice or
topological degrees of freedom are most relevant in this
stage.

A. Monodisperse hexagonal systems

Here we report on the results related to monodisperse
hexagonal systems, i.e., systems that gain positional and

orientational order in time and show a radius distribution
function highly peaked on the equilibrium value for late
stages.

Immediately after the quench, the system forms a
complex pattern of interconnected domains. In a short
time, 1) reaches its saturation value in each of the two
phases. The domains then evolve through a series of
shape changes in which the interconnected morphol-
ogy gives way to separated domains of irregular shapes.
These then proceed to form circular disks. In this sec-
tion we shall concentrate on systems described by runs
A-G (Table I). These systems are essentially monodis-
perse for times 7 > 1000 so that it is possible to study
the late-stage dynamics where the system evolves from
a disordered liquidlike state of minority phase disk do-
mains towards its final hexagonal crystalline equilibrium
state. Our simulations show that, for both system sizes
1282 and 2562, during the late stage, the number of disks
stays constant for MAj, and decreases slightly for MBy,.
Domain-pattern evolution in these systems is character-
ized by the interplay of collective degrees of freedom and
the corresponding topological defects, and the degrees
of freedom associated with shape transformations of in-
dividual domains (these geometrical degrees of freedom
are characteristic of modulated phases). The shape tran-
sitions of the early stage correspond mainly to the geo-
metrical degrees of freedom of the system, while the evo-
lution from the liquid towards the crystal corresponds
mainly to the topological degrees of freedom. The ge-
ometrical and topological times are nearly decoupled in
MAy (no shape transformations in the late stage) and
they are coupled in MBy, (coalescence events in the late
stage). Systems as described in run H, that even for late
times continue to coarsen, are considered in Sec. IIIB.
Typical configurations of the MAj, system are shown in
Fig. 1.

Voronoi constructions have been used to isolate the
topological defects. Disclinations of charge ¢q are charac-

FIG. 1. Configurations for an N = 256 MAL system.
The left column corresponds to run A; the top figure is for
7 = 1000 and the bottom figure for 7 = 20000. The right
column corresponds to run D (larger B8 value); the top figure
is for 7 = 1000 and the bottom figure for 7 = 60 000. This run
has a higher dipolar strength. Small solid squares correspond
to z = 5 and crosses to z = 7.
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terized by a mismatch of g7 /3 in the orientation angle
after a lattice circuit. Alternatively, they can be con-
sidered as a site with a wrong number of nearest neigh-
bors as measured by the Voronoi polygon construction. If
their coordination number is z and the characteristic co-
ordination number of the lattice is zg, then their charge
can also be expressed as ¢ = z — 29. At late stages,
the majority of disks have coordination number z = 6,
while a smaller number have z = 5 (topological charge
g = —1) and an equal number have z = 7 (¢ = +1);
the early stages present a small number of disclinations
with higher charge. Isolated disclinations with opposite
topological charge attract each other strongly and form
clusters that correspond to more complex topological de-
fects. The fivefold and sevenfold disclinations often oc-
cur in local pairs (nearest neighbors separated by a lat-
tice constant) as edge dislocations. Thus, in a bound
pair of dislocations, disclinations are bound in quartets.
An edge dislocation corresponds to two additional half
rows of bubbles. The Burgers vector is defined as the
amount by which a path around the dislocation core fails
to close. The direction perpendicular to the line joining
the bound-disclination pair is the glide direction, and the
Burgers vector (BV) is along this direction. Dislocations
move relatively easily in the glide direction, but less eas-
ily in the climb direction, perpendicular to the BV.

We have determined and classified the processes by
which the topological defects anneal. All of the observed
defect collision mechanisms correspond to either a T or a
T, process [36]. Our simulations show that all the mech-
anisms involving collision and annihilation (or creation)
of defects are different combinations of the elementary T}
and T, processes. Figures 2-7 illustrate the T} and T,
processes, as well as some typical combinations of these
processes. Figure 2(a) shows the T} process. In the par-
alellogram formed by k, I, m, and n, the disks of coor-
dination number m and n at the shorter diagonal ends
are nearest neighbors, while the other two (2 =,z = k)
are not. The system achieves a T; process by a small
displacement of the domains: the ones connected by
the shorter diagonal move slightly away from each other

a) T1 PROCESS
triangulation voronoi
1 I+ -1l I+ -1
n — n .)\./n - b .n
m k m-1 k+1 m./\.k m-l. .k+]
b p o, o,
b) T2 PROCESS
triangulation voronoi

s.va,l

k-1

s 1 s 1-1
s . 1
— . —
% <= ;‘V @ ==
m n
k k-1 1@

FIG. 2. T and T: processes shown in the triangulation and
Voronoi representations.
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T1 process T2 process

b, b,
5 7 6 6 s 7 s 6
= —_—
7 6 6 7 6 s =7b;, @7
b, @ p by 7 b, 6

FIG. 3. Examples of the T} and the T processes. Both
eliminate one 5-7 pair and correspond to collisions among
disclinations, unless p = 5 and s = 5, in which case they
involve collisions between dislocations. Only for the latter
case are the corresponding Burgers vectors as shown in the
diagram relevant.

while the other pair approach each other; as a result the
diagonal bond is exchanged. This same process can be
visualized using Voronoi constructions. The T, process
shown in Fig. 2(b) describes two different physical pro-
cesses which are topologically equivalent. In one case,
one of the disks joined by the double line collapses and
disappears, as seen, for instance, in stress-induced disor-
der in magnetic bubble arrays [34]. In the other, the two
disks m and n coalesce, a phenomenon which is observed
in the simulations of MBy,. In either case, if m and n are
the coordination numbers of two such domains, and I,
k the coordination numbers of their common neighbors,
then, after the T, process, the coordination numbers of
the common neighbors are I’ =1 —1 and k' =k — 1 and
that of the emerging domain is v = m + n — 4. Such a
process conserves charge; the local charge for these four
domains before the collision is g = m+n+1+k — 24 and
after the collision, ¢’ =1' + k' + v — 18 = q. Both T} and
T, processes only involve the four disks m, n, [, k and are
independent of neighbors such as p or s. However, these
adjacent disks are important in determining whether the
process occurring is either a collision between disclina-
tions or between dislocations. For instance, Fig. 3 shows

(b)

FIG. 4. (a), or equivalently (b), shows an interstitial, i.e.,
there is an extra site in an otherwise perfect lattice. The con-
figuration in (a) can decay through two equivalent processes.
In trajectory A, the top dislocation has glided to give (b).
A T, process consisting in the coalescence of the two five-
fold disks (or the elimination of one of the disks) leads to the
perfect lattice in (d). In trajectory B, a T, process consist-
ing in the coalescence of a fivefold and a sixfold disk (or the
elimination of the fivefold disk) gives configuration (c), with
a virtual pair. The virtual pair decays through a 77 process
to configuration (d) [hexagon, z = 6; square, z = 5; circle,
z=1].
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g

FIG. 5. A vacancy and two related processes: T disloca-
tion climb in trajectory A and Ti rotation of dislocations in
trajectory B.

a T, process in which m = n = 7,1 = 5, and k = 6,
which results in the annihilation (—) of a 5-7 pair. The
inverse process () creates a 5-7 pair. f p=6orp =17,
the process involves disclinations but if p = 5 one can
define a collision between dislocations of BV by and by
that combine to create a third dislocation bg = b; + bs.
The inverse process consists of the splitting of the dis-
location bg to give the dislocations by and ba. Figure
3 also shows similar behavior (—) for the T> process. If
s = 6 or s = 7, the process involves disclinations but
if s = 5, it can be considered as collision of the dislo-
cations by, by to create the dislocation bg = by + ba.
The inverse of such a process would imply a nucleation of
a magnetic bubble or a mitosis of a monolayer domain;
such processes are less frequent in the systems we are
studying. There are conservation laws associated with
these mechanisms. Tj conserves the number of domains
and the number of bonds; in a T, process one domain and
three bonds disappear every time the process takes place.
Both processes conserve the topological charge and the
BV (when defined).

Dislocations create a strain field and under the influ-
ence of this field they tend to cluster and form more com-
plex defects, made up by two or more dislocations. If the
net BV of any such cluster of defects is zero (the simplest
case being two dislocations with opposite BV) then ori-
entational and translational order is preserved outside a
loop that encloses the cluster (if the cluster is small com-
pared to system size). Although many combinations of
differently coordinated disks in the T} and T, diagrams
are imaginable, the fact that defects with |g| > 1 are
not energetically favored reduces the possibilities. Let us
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designate by 6 P the number of 5-7 pairs that change in
a process (note that a T, process eliminates one bubble
every time it happens). Here all the processes of defect
collision with the constraint |g| = 1 are presented. More
complicated processes are a concatenation of these “unit”
processes.

(I) For the T, case, these combinations follow.

(i) m =7,k =5,1 =n = 6. Dislocation glide: a
movement of the dislocation along the direction of its
BV, i.e., perpendicular to the line joining the fivefold
and sevenfold disks [Figs. 4(a) to 4(b)]. 6P = 0.

fi)m=n="7l=k=6orm=n=6,l=Fk=05.

Rotation of two equal sign disclinations. Let s designate
the other common neighbor of { and m and let r designate
the other common neighbor of n and k. If m =n =7,
l=k=6,andr =s=5;orm=n=26,l=%k =235,
and r = s = 7, this process describes the rotation of two
dislocations of opposite BV (Fig. 5B). §P = 0.
i) m=n=71=5k=6orm=26,n=717,
= k = 5. Annihilation of a 5-7 pair. If m =n =7,
=5 k=6,and p =5 (Fig. 3); or m =6, n = 7,
=k =5, and p = 7, it is a collision of dislocations.
6P = —1.

(ivy m =n =7,1 = k = 5. Collision of two dislo-
cations of opposite BV. This particular configuration is
known as virtual pair, twisted bond, or lattice shear. It
only involves a small distortion of the local lattice [Figs.
4(c) to 4(d)]. 6P = —2.

All these processes have their inverse: rotation or glide
in the opposite direction, creation of a pair or splitting
of a dislocation, or the creation of two dislocations of
opposite BV. This last process, the creation of a virtual
pair, often occurs as an intermediate stage in which the
newly created dislocations combine with other disloca-
tions nearby.

(II) For the T, case, the combinations follow.

(i) m =n = 5,1 = k = 6. Rotation of two fivefold
disclinations. If »r = s = 7 (s is the other common neigh-
bor of | and m, and r is the other common neighbor of
n and k), this represents the rotation of two dislocations
with zero net BV. 6P = 0.

(ii) m =5, n = 6,1 =7, k = 6. Dislocation climb:
the dislocation moves along the direction of one of the
two excess rows it generates, eliminating one disk in each
step, and eventually the whole row (Fig. 5A). 6P = 0.

(iii)m=6,n=5l=k=T,orm=n=5,1=6,
k = 7. Annihilation of a 5-7 pair, or recombination of
two dislocations if s =5 (Fig. 3) or s =7. §P = —1.

~ ~ o~

FIG. 6. (a) shows the initial configuration
consisting of two dislocations and two sec-
ond-nearest-neighbor disclinations. The dis-
locations glide in the directions indicated by
the arrows and produce configuration (b). In
(b) the top dislocation unbinds to recombine
with the isolated disclinations. The elimina-
tion of the virtual pair and the glide of the re-
maining dislocation lead to configuration (c),
where the extra half rows associated with the
dislocation have been highlighted.



(iv) m =n =5,1 =k = 7. Collision of two disloca-
tions of opposite BV. This process eliminates an inter-
stitial, i.e., an extra site in an otherwise perfect lattice
[Figs. 4(b)—4(d)]. 6P = —-2.

(v) m=5,n=6,l =k = 6. Creation of a 5-7 pair if
s = 5 or s = 6; or split of a dislocationif s = 7. §P = +1.

All these processes can occur in a variety of combi-

nations. Figures 4 and 5 show two well-known defect

structures: an interstitial and a vacancy. These conﬁg-'

urations have zero net Burgers vector. The interstitial
given in Fig. 4(a) can decay through two equivalent pro-
cesses: (T dislocation glide plus T elimination of inter-
stitial) or (T dislocation climb plus T elimination of a
virtual pair). Figure 5 shows a vacancy, i.e., the absence
of an atom in an otherwise perfect lattice. In experi-
mental systems, the dislocations created by the vacancy
tend to glide towards grain boundaries. In the absence
of the grain boundaries, this defect configuration decays
via climb of the associated dislocations.

Figures 6 and 7 show examples of decay of disclina-
tions. In Fig. 6 an initial configuration consisting of
two dislocations and two second-nearest-neighbor discli-
nations decays to a final configuration with a single dis-
location via the unbinding and recombination of one of
the dislocations. Figure 7 shows an initial configuration
with a higher-order disclination decaying through a chain
of Ty processes or through a T, process.

For runs A and B and for times between 7 = 3000
and 7 = 20000, collisions between two dislocations (as
opposed to collisions between unbound disclinations) rep-
resent 92% of all collisions in MAy, and 82% in MBy, (for
the late stages, all the collisions occur between two dis-
locations).

The T; and T, processes are generally used in the de-
scription of polygonal froths [36,42]. The systems stud-
ied in this paper can all be described in terms of cellular
patterns or froths. However, there are some important
differences between the simulations in this section (runs
A-G) and the simulations corresponding to run H, pre-
sented in the next section. A system such as is described
by run H is believed to verify von Neumann’s law [37],
which states that the area of a froth cell increases with
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FIG. 7. (a) shows the initial configuration
containing a higher-order disclination. A sin-
gle T> process involving the sevenfold, the
eightfold, and the two linked fivefold disks
leads the system to configuration (d). A
chain of T processes [(a) — (b)— (c)—
(e)] leads to configuration (e) with one more
disk than configuration (d). In (a), (b), and
(c) the double and dotted lines denote the
bonds that will disappear and be created, re-
spectively. Configuration (c) could also decay
into (d) through a T process.

time if z — 6 > 0 or decreases if 2 — 6 < 0, A = k(n — 6).
Instead, in the monodisperse case this area remains con-
stant. Also, in run H, there are higher-order defects even
though the average coordination number is still 6, while
in the monodisperse case only z = 6, 5, or 7 occurs at late
times. One of the most important differences is the fact
that at late stages the T3 processes in froths are domi-
nant and the T processes are very rare. In monodisperse
hexagonal systems, on the other hand, the T} processes
are by far the dominant mechanism (it is the only mech-
anism for MAp in run A and accounts for 90% of the
dislocation annihilations for MBy, in run B).

The simulation results for MA}, bear resemblance to
the experimental observations of Seshadri and Wester-
velt [33]. These authors studied a continuous hexatic-to-
liquid melting transition as a function of density in 2D
magnetic bubble arrays in garnet films. The bubbles in-
teract with a 1/r2 potential. The authors see the hexatic
phase with orientational order undergo a phase transi-
tion to form an isotropic liquid when dislocations unbind
into disclinations. Instead, our system was quenched into
the crystalline phase so a continuous process is observed
as the system progressively freezes and no parameter is
tuned to equilibrate an intermediate phase. However, the
freezing evolution of our simulated system proceeds in
time in a manner similar—but in the opposite sense—to
the melting process described by Seshadri and Wester-
velt. The system gains orientational and positional order
in time as defects decay and the mechanisms of defect
collisions are the same.

The time evolution of the system found in the simu-
lations is characteristic of 2D freezing: starting from its
liquid state, the system orders both orientationally and
positionally towards its crystalline state. To quantify the
two types of ordering, we have measured the normalized
structure factor S(k,#), the orientational order parame-
ter fe as defined by Egs. (11) and (12), which produce
essentially the same curve, and the translational order
parameter fr as defined by Eq. (7). We have also mea-
sured the concentration of defects p(7) defined as the ra-
tio of the number of disks with z # 6 to the total number
of disks Np: p(7) = 1 — Cg, where C¢ = Ng/Np is the
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concentration of sixfold coordinated disks. The orienta-
tional order parameter f§ defined by Eq. (13) produces
results that follow closely those for Cg.

Figure 8 shows the time evolution of the orientational
and translational order parameters fg and fr, the con-
centration of sixfold coordinated disks Cg, and the defect
concentration p(7) for runs A-D. Figures 8A and 8B show
that the curves that represent fg, fr, and C¢ as a func-
tion of time in MBy, run nearly parallel to those of MAyp,
but with lower values of the ordinate. This is because at
any 7 > 1000, MBj, has higher defect concentration p(7),
and therefore less order. In MBj,, the maximally unstable
wavelength that governs the initial fluctuations is much
smaller than the equilibrium wavelength. The conser-
vation law imposes a slower evolution, so that crossover
phenomena are still present at late times. Through coa-
lescence, the system tries to eliminate the excess of do-
mains to reach the equilibrium lattice constant. The
rather low values of fg and fr for Figs. 8A and 8B sug-
gest that both MAy, (IV = 256) and MBy, (IV = 256) are
still in the liquid state. In particular, the state of MAL
for 7 = 20000 (Fig. 1) is found to correspond to the state
of a 2D locally oriented fluid, maybe near freezing into a
hexatic phase. At this stage, the total concentration of
defects is p(7) = 13.7% [Fig. 9(a)] and the concentration
of unbound 5-7 pairs is 1.3% (these pairs are next-nearest
neighbors forming loosely bound disclinations). The ori-
entational correlation length as measured by an exponen-
tial fit to ge(z) is {6 =~ 3.5a, where a is the lattice space.
The structure factor has already developed a sixfold mod-
ulated pattern, as shown in Fig. 9(b). The defects merge
into a network of strings surrounding regions with z = 6
of size {7 ~ 3a and randomly oriented with respect to
neighboring regions of hexagonal symmetry.
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FIG. 9. For run A at 7 = 20000 (a) probability P(z) that
a bubble has z adjacent bubbles, (b) structure factor.

For the sake of comparison, run C is included in Fig. 8C
and run D in Fig. 8D. Figure 8C shows a smaller sys-
tem, an N = 128 MAj, system, at 7 = 20000, while Fig.
8D shows an N = 256 MAj, system with higher dipolar
strength (8 = 0.34) at 7 = 60000. Thus both systems
are expected to evolve faster than runs A and B. In fact,
both systems display a higher amount of orientational
order as shown for the latest time available in the sim-
ulation. For run C at 7 = 20000, the concentration of
defects is p(7) = 10.3% and in only two out of the nine
runs did we find one unbound 5-7 pair, where the 5 and
7 were loosely bound (second-nearest neighbors). Esti-
mates of the correlation lengths for the run C system give
a translational correlational length &7 ~ 4.5a and an ori-
entational correlational length £¢ ~ 12a. For run D at
T = 60000, the concentration of defects is p(7) = 7.3%.
The translational correlational length is £ ~ 7a and the
orientational correlational length is £{g ~ 11a. One has to
be cautious in the analysis of these two runs. For run C
we cannot ultimately discard the fact that the small size
of the system stabilizes it and induces order. For run D,
more runs are needed to improve the statistics.

As the system freezes, it gains both orientational and
positional order. Although the data for these Langevin
simulations are not conclusive, inspection of the config-
urations corresponding to various runs indicates that in
those runs where grain boundaries are not formed (there
may be strings of dislocations but not percolating grain
boundaries), the onset of quasi-long-range orientational
order occurs sooner than the onset of quasi-long-range
positional order. In such cases, the system evolves in
time through intermediate stages of hexatic order before
reaching the crystalline state. On the other hand, in
those runs that do present formation of grain boundaries,
the orientational and translational order grow simulta-
neously. Further simulations using a different approach
[43,44] seem to confirm these conclusions. While in real
systems the grain boundaries may relax through the ex-
ternal boundaries of the system, in simulations with pe-
riodic boundary conditions grain boundaries may be ar-
tificially stabilized or may appear in certain geometries
(for instance, in more or less parallel pairs or in a sin-
gle closed loop). A curious example is presented by run
G, that represents a very “shallow” quench (very high
B is equivalent to shallow temperature quenches). The
sequence of pictures in Fig. 10 shows a network of grain
boundaries evolving to form a closed loop (considering
the domains delimited by the grain boundary, there are
obvious finite-size effects). Because this is a very shal-
low quench, there are more T, processes than observed
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Run G

FIG. 10. Time evolution of run G. From top to bot-
tom, the left panel corresponds to configurations at time
7 = 1000, 4000, 7000 and the right panel to configurations
at time 7 = 12000, 20000, 70 000.

for MAy in the other runs. At 7 = 60000 the system
has developed a (shrinking) circular loop that forms the
boundary between two regions of different orientation.
These regions have both translational and orientational
order.

Finally, Fig. 11 shows a logarithmic plot of the de-
fect concentration p(7) for runs A and B. An exponent
of 0.34 &+ 0.06 is measured. The remaining runs, C-
G, give nearly the same exponent. A general argument
about decay of defects goes as follows [45,46]. Suppose
L is the characteristic linear dimension of the ordered
domains that compete to select the ground state. Let
V(L) be the potential that characterizes the interaction
of the relevant defects. The motion of defects in the
simplest case is characterized by a Langevin equation,
dL/dT ~ —dV(L)/dL. Point defects in 2D interact log-
arithmically, so the integration of the Langevin equation
gives L(T) ~ 7/2. (In 2D, for order parameters with

In(p(1))
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FIG. 11. Log-log plot of the decay of the defect concentra-
tion p(7) for runs A and B.
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two components there is a logarithmic correction [47]
L(7) ~ (7/lnT)*/2)) Assuming that the defects are uni-
formly distributed, the concentration of defects verifies
p(T) ~ [L('r)]_2 ~ 1771 A decay exponent ~ 1 has been
observed repeatedly in simulations [45,46,48]. In spite of
our previous speculations [23], at present we believe that
the expected value of the decay exponent is 1/2. The
reason for this is that dislocations in our simulations are
not distributed uniformly in regions of linear dimension
L but rather on the surface or the contour of this region;
this is the case even if they do not form grain bound-
aries. Thus we expect p(7) ~ [L('r)]_l ~ 772 Still,
we measure 0.34 and this could be due to the transients
of the “early-time” behavior. For instance, Mondello and
Goldenfeld [49] studied the dynamics of a system with a
nonconserved complex order parameter following a deep
quench. They found an effective value of the dynamical
exponent at early times, L(7) ~ 7%37, and at later times
they observed a crossover to L(7) ~ 71/2. Further simu-
lations or experimental studies addressing this particular
issue of crystallization would help to elucidate this point.

B. Polydisperse coarsening systems

Here we report on the results related to run H, i.e.,
MBy, for a thin film. In this run, the parameters are
chosen so that as far as the simulations ran, the system
is coarsening and verifies a growth law (R) ~ t™ for the
mean radius. The simulations in this parameter regime
strongly resemble the experimental results obtained by
Seul, Morgan, and Sire (SMS) [24] for a Langmuir mono-
layer.

Figure 12 shows configurations for MBj, for runs B, I,
and H, and for model B without LRRI (8 = 0). While
the systems represented by run B are essentially monodis-
perse at 7 = 1000, those represented by run H clearly
show coarsening at very late times. Run I, on the other
hand, shows an intermediate behavior between runs B
and H. The configurations obtained for run H and model
B are very similar, the only difference is that run H
presents fewer coalescence events than model B.

Figure 13 shows the scaled normalized domain radius
distribution f(R/(R)) for runs B, I, and H. The droplet
distribution function in run B evolves from a flat, broad
distribution to a narrow, peaked one. In run I the dis-
tribution narrows slowly in time. On the other hand,
the distribution function in run H is relaxing in time
to a broader, more symmetric shape. SMS found that
the experimental radius distribution for the coarsening
monolayer approximates a Gaussian shape and computed
an analytical expression by integrating over a and sum-
ming over n the probability distribution P,(a,s) given
by Eq. (21) below. In run H there is some indication
of scaling for times 7 > 10000. Coalescence processes
become rarer after 7 = 10000. Thus scaling could only
be achieved at late stages, when the only mechanism of
droplet growth and dissolution is diffusion of material
from small droplets to large droplets. A careful study of
scaling would have to probe much later times (and thus
larger systems) than are probed in these simulations. We
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Run B Run I

Run H

have also simulated model B without LRRI for the same
volume fraction (Vy = 0.40, 9o = 0.2). However, for
this volume fraction model B has not reached the scaling
regime at the times probed either.

Figure 14(a) shows the mean radii of runs B, I, and H,
while Fig. 14(b) shows a logarithmic plot of the mean ra-
dius for runs I and H and the corresponding fits. Growth
exponents of n ~ 0.10 and n ~ 0.25 are measured. For
model B with the same volume fraction, the effective
growth exponent for the mean radius at the same time
is n ~ 0.23 (i.e., this high volume fraction requires much
longer times to reach the scaling regime typical of model
B, for which the growth exponent is n = 1/3 [50]).

Now we review the main features of the maximum
entropy formalism as introduced by Rivier [39] and ex-
tended by SMS. The results of this analysis will be ap-
plied to our simulation results. Let (Sp) and (A) be
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Model B

FIG. 12. Configurations
showing the time evolution
for runs B, I, H and for
model B (no LRRI, 8 = 0,
1o = 0.2). From top to bottom
the times shown for all runs are
T = 1000, 10000, and 20 000.

ity of finding a bubble of area Sp = s(Sp) in an n-
sided Voronoi cell of area A = a(A) (thus (a) = 1 and
(s) = 1). Let p, be the density of n-sided Voronoi cells:
pn = [da dsP,(a,s), and a, and s, be the averages of
a and s for these cells: a, = p_l,. [ da ds a P,(a,s), idem
for s,. The entropy is defined as

S=- Z/da ds P,(a,s)In[P,(a,s)/Po(a,s)], (14)

where Py(a, s) ~ (as)? accounts for the fact that at least

(d+1) points are needed to define a cell in d dimensijons.

The maximization of entropy has to be carried out sub-

ject to the following constraints, for the 2 — d system.
(i) Normalization of probability:

0
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FIG. 14. (a) Time evolution of the mean
radius for runs B (squares), I (triangles), and
H (circles). (b) Logarithmic plot for the
mean radius in runs H and I, and correspond-
ing fits.
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(ii) Space-filling froth structure:

Z Pnan = 1. (16)

n>d+1

(iii) Charge neutrality:

> pa(n—6)=0. (17)

n>d+1

This last constraint is a consequence of the Euler-
Poincaré theorem relating the number of cells, edges, and
vertices covering a two-dimensional manifold [39]. Since
the charge of an n-sided cell is defined as ¢ = n — 6, this
constraint ensures global charge neutrality, (¢) = 0.

These are the most common topological constraints.
An additional constraint is given by assigning a thermo-
dynamic energy functional to the froth [51]. The sim-
plest form it can have is quadratic in n — 6, so that in
a relaxed froth it favors all coordination numbers equal
to 6. If the moments of the distribution p, are defined
as o = Zn2d+1 Pn(n — 6)* (1o = 1 and py = 0), the
conservation of energy is equivalent to fixing the second
moment of the distribution.

(iv) Conservation of energy:

> pa(n—6)* = ps. (18)

n>d+1

As stated by SMS, since the constraint Eq. (18) is linearly
coupled to the entropy Eq. (14) via a Lagrange multiplier,
entropy maximization is equivalent to minimization of an
effective free energy F' = pa — T'S, where the effective
temperature T is fixed by the value of py. All of these
are topological constraints valid for the Voronoi froth. In
addition, the presence of droplets introduces a constraint
to account for the presence of constant volume fraction
V;.
(v) Conservation of mass:

Z PnSn = 1. (19)
n>d+1

The final constraint establishes that the area of a droplet
cannot exceed that of its associated Voronoi cell.
(vi) Each Voronoi cell contains exactly one droplet:

Visn < p. (20)

Introducing the Lagrange multipliers v,, s, 71, and 72
for each constraint and taking the functional derivative
of S, the probability is expressed as

P,(a,s) = 0(an — Visp) (a;)z
x exp{—[Ya@ + 755 + 71(n — 6)
+72(n — 6)%]} (21)

where 6 is the step function and Z is given by

Z = Z /da, dsf(a, — Visn)(as)?

n>d+1
X exp{—[Ya@ + V58 + 71(n — 6)
+72(n — 6)*]}. (22)

One can maximize the entropy as a function of a, and
8, with the given constraints. If these constraints are re-
laxed, then there is more arbitrariness in the distribution
{p~}. Rivier et al. showed that Lewis’s law corresponds
to “maximal arbitrariness” in this distribution, obtained
by making one of the constraint equations a linear com-
bination of the others. Thus one can write

an =14 As(n —6) + vg[(n —6)% — uy), (23)

Sn =1+ A, (n —6) +v,[(n — 6)% — pa). (24)

In cells with strong energetic constraints, the quadratic
term is expected to dominate while in coarsening droplet
patterns, v, and v, are expected to give a negligible con-
tribution (Lewis’s law is just the linear part of these equa-
tions). In a different study of the late-stage kinetics for
systems quenched in the hexagonal phase, we found some
cases where the quadratic term is also important [44].
Finally, to finish this theoretical overview, we consider
the Aboav-Weaire law [36]. This law describes the corre-
lations in the topological charge of nearest-neighbor cells.
If ¢ = n — 6 is the topological charge of an n-sided cell
and gnn is the average charge of its n nearest-neighbor
cells (so that the total topological charge of the cell and
its neighbors is ¢ + ngyn) then the Aboav-Weaire law
states that ¢ + ngnn = (1 — a)g + p2. The average of
this relation, (¢ + ngnn) = p2 (since (¢g) = 0), shows
that at the nearest-neighbor level charge compensation
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FIG. 15. Correlations between normalized areas of droplets
and normalized areas of the corresponding Voronoi cells in run
H. The linear fit has a slope of 1.5.

is not complete. For most physical systems verifying the
Aboav-Weaire law, @ > 1. From the Aboav-Weaire law it
is seen that topological charge is screened at short range
by minimizing the net topological charge of the group
formed by the cell and its nearest neighbors with respect
to the average ps. This is equivalent to setting a = 1.
Alternatively, if m(n) is the average coordination num-
ber of the n nearest-neighbor cells of the n-sided cell, the
Aboav-Weaire law reads

Z nm(n)p, = 36 + pa.
n>d+1

(25)

This relation has also been obtained for a system where
there is no correlation in cell shapes beyond nearest
neighbors and where all the elementary transformations
Ty, T; mitosis and their inverses are allowed [52]. The
Aboav-Weaire law is found as an equation of the equilib-
rium state.

Run H at 7 = 20000 gives pg ~ 49.64%, ps = py ~
22.30%, and py = ps ~ 2.88%. The second moment is
2 = 0.68 and the coefficients of Lewis’s law are A\, = 0.22
and A, = 0.14. As time evolves, pg tends to decrease
while p, ¢ tends to increase. This is because the system
has not quite reached the scaling regime, where p, is
expected to be constant. In fact, for 7 > 13000, the p,’s
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are nearly constant. For comparison, the experimental
values obtained by SMS are pg ~ 45%, ps = p7 ~ 25%,
and ps ~ ps ~ 2.5%, A, ~ 0.23, A, = 0.15, and u, ~
0.64. The growth exponent they measure is n ~ 0.28.

While at low volume fractions s and a are essentially
uncorrelated so that the average 5(a) is independent of a,
for larger volume fractions a plot of $(a) vs a shows a lin-
ear correlation between bubble and cell areas, as shown
in Fig. 15 for run H where a slope of ~ 1.5 is measured.
This implies A, = 1.5),, in good agreement with the val-
ues of A, and A, found, as well as with the experimental
values.

Figure 16 shows Lewis’s law and Aboav-Weaire law for
run H. The linear dependence is quite apparent. SMS
considered that the parameter ), is a susceptibility that
determines the change in the average droplet area due to
a change in the coordination number (or equivalently, the
magnitude of the geometrical response due to variations
of a topological quantity). They concluded that, due to
the linear correlation between droplet areas and topolog-
ical charge, the screening of charge precludes large fluc-
tuations in the area of the droplet.

Figure 17 shows the spatial correlations in the areas
of nearest-neighbor droplets for run H. There is a strong
anticorrelation due to the screening of charge and of area
fluctuations. The solid line corresponds to the function

s 1 1+a(1-s)+/\3u2
s s 6+ (s—1)/)A,

provided by SMS. This expression comes from eliminat-
ing n from Lewis’s law, s = 1 4+ A,(n — 6), and inserting
its expression into Aboav-Weaire law; s’ is the average
fractional droplet area of the nearest-neighbor droplets.
For the fit ¢ = 1 was set.

Our simulation results for run H are in close agreement
with the experimental results for the two-dimensional
binary mixture during late-stage coarsening. There re-
mains the question of why runs B and H show such dif-
ferent behavior. The model presented here reproduces
very well the ordering mechanism in the case of monodis-
perse hexagonal systems and the coarsening mechanism
in the case of polydisperse systems. However, here we
are confronted with the question of whether there actu-
ally exists an equilibrium radius R, for the coarsening
system so that for sufficiently long times the system will
cross over to an ordered state, or whether there is not a

(26)

: . n - u 50.0 . . . . FIG. 16. For run H: (a) Lewis’s law for
(@) (b) 1 the Voronoi diagram (squares) and for the
15 - . 450 |- i associated droplet pattern (circles). (b)
® Aboav-Weaire law. In these plots n is the
é ° 400 - i droplet coordination number and m, is the
Y% E= | average coordination number of the near-
2: ol 1 % 350 L est-neighbor droplets of an n-fold droplet.
v . ' I ﬁ For the square data points, (A) and (A,)
| represent the average area of all Voronoi cells
. 300 - and the average area of n-sided Voronoi cells;
for the circular data points they represent the

0.5 L 1 1 1 1 25.0 1 S R |
3 2 1 0 1 2 3 3 2 1 0 Py 3 average droplet area and the average area of

n-fold coordinated droplets.
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FIG. 17. Spatial correlations in the areas of near-

est-neighbor droplets. (SB)nn represents the average area
of droplets that are nearest neighbors to a given droplet. The
solid line represents Eq. (26) as described in the text.

finite Ry and the system will coarsen forever. The ex-
istence of this R.q depends strongly on the model used.
A strictly dipolar interaction would predict a finite R.,.
For our model, a minimization of the droplet free energy
[43,44] shows that if BL? > 0.980(Vy) then the equilib-
rium radius R4 is finite (“noncoarsening” solution). The
function o (V%) is a monotonically increasing function of
V¢, with ¢(0) = 1. It has been computed for a dipo-
lar interaction by McConnell [53]. For very thin films,
0(Vy) ~ 1. In monolayers the bond number is defined
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as Np = p?/o, where p is the dipolar density and o the
surface tension. In the limit of very thin films, it can be
expressed in terms of our parameters as Ng = BL2%/2.
This would mean that in a two-dimensional binary mix-
ture, coarsening could be expected for N < 0.49. How-
ever, this number is only indicative since the upper value
of Ng below which coarsening is observed will definitely
depend on the form of the LRRI kernel. (Notice that
BL? = 22, 5, and 0.05 for runs B, I, and H respectively.)

IV. CONCLUSIONS

In this paper we have studied the late-stage kinetics
for systems with competing interactions, long-range re-
pulsive and short-range attractive interactions, quenched
into the hexagonal phase. Two qualitatively different
regimes have been found: a monodisperse hexagonal
regime and a polydisperse coarsening regime. In the
first regime, at relatively early times, the system becomes
monodisperse and can be described as a disordered lig-
uid of equal-sized droplets. The system evolves towards
the hexagonal order characteristic of the ground state via
collision and annihilation of defects, gaining orientational
and translational order in the process. In the coarsen-
ing regime, the results of our simulations closely resem-
ble those obtained for a two-dimensional binary mixture
confined to an air-water interface. In this regime the sys-
tem can be described as a two-dimensional froth, with a
strong coupling between its topological and geometrical
quantities.
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